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Abstract This note exposes the mathematical setting of initial value prob-
lems for causal time-invariant linear systems, given by ordinary differential
equations within the framework of generalized functions. We show the struc-
ture of the unique solutions for such equations, and apply it to problems
with causal or persistent inputs using time-domain methods and general-
ized Laplace and Fourier transforms. In particular, we correct a widespread
inconsistency in the use of the Laplace transform.
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1 Introduction

Initial value problems for linear transfer systems in control and systems the-
ory are often given by linear differential equations with constant coeflicients
and terms that contain derivatives of the input. A generalized functions
approach is widely used and mathematically adequate. Recent publications
(cf. [1]-[2] and references therein) show that a key issue is the mathematical
modelling of the system in question and the treatment of the initial point.
The purpose of this contribution is — referring to the work of L. Schwartz
(1957) and A.H. Zemanian (1965) — to point out how linear initial value
problems with constant coefficients for causal systems can be formulated and
solved within the framework of generalized functions in the time-domain and
correspondingly in the frequency domain. We discuss system models with
causal inputs f, i.e. inputs supported on [0, co[, and with persistent inputs
related to a question raised in [1] for suitable transform methods in that
case.
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An immediate consequence is the solution with Laplace or Fourier trans-
forms. We observe that for generalized functions f in a series of standard
textbooks (see for example [3] - [7]), in numerous course lectures on control
and linear systems theory as well as in [2] a modified right-sided Laplace
transform, denoted by £_ and formally defined by

cn= [ et

is used, so that the generalized derivative f’ of a transformable function f
with a jump discontinuity at typ = 0 has the transform

L(f)(s) = sL_(f)(s) = f(0-). (1)

Differently from the usual right-sided Laplace transform £ (cf. Section 4),
which operates on generalized functions with support in the nonnegative
half-line, this £_ transform and equation (1) are used for functions f with
possibly nonzero left-sided limits f(0—). Logically the support of such func-
tions must intersect the negative half-line. As a consequence, the £_ trans-
form does not fulfill the convolution theorem, a given transform £_ (f’) does
not yield a unique primitive f for f’ as £(f’) does, and £_ is not even in-
vertible on generalized functions with a support intersecting the negatives.
There are “significant confusions present in many of the standard textbook
presentations of this subject” (cf. [2]). In the article of Lundberg et al. [2]
with the subtitle “Troubles at the origin” the reader can find an extensive
discussion of that confusion in otherwise excellent literature.

We propose to use only the Laplace transform £ as introduced by A.H. Ze-
manian [8] and L. Schwartz [9], which operates on generalized functions with
support in the nonnegative half-line and provides the convolution theorem
and well-known correspondence tables. We emphasize that the adequate
time-domain model of the initial value problem yields consistent Laplace or
Fourier transforms (see Section 4).

For a sufficiently general treatment of usual signals as generalized func-
tions we point the reader to [2] or [10]. The necessary mathematical back-
ground is exposed there briefly and elementary enough to be presented in
standard courses on engineering mathematics.

2 Causal initial value problems with generalized input in the time-domain

In the sequel we will study the following linear differential equation with
constant coefficients
P(D)y = QD)f (2)

for D = d/dt, polynomials P(\) = Z arA* (a, #0) and Q(\) = Z brAF.
k=0 k=0

It is considered to be an equation in the space D’ of generalized functions
on R.
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When we model by equation (2) a transfer system with given input f and
y as output solution to the equation, we have to impose further conditions
on the nature of the system and the type of the input, and conditions that
determine a unique solution y of (2) as corresponding system output. First,
we assume that the system is causal, i.e. an input f to the initially-at-rest
system with support in [tg, co[ generates a system output y with support
in [tg, 00[. For convenience, an input f is assumed similar to [1] and [2] to
be a superposition f = f, + f, of a function f, € C"(R) and a generalized
function f, € D’ . Here C™(R) denotes the space of m-times continuously
differentiable functions on R, D', the space of generalized functions with
support in [0, oo[. We set the initial point g = 0, prescribe initial conditions

of the form y™® (0-) = , 1(i)r£1<0 y*) (t) =ck, k=0,...,n— 1, and extend
—0,

the classical setting of the initial value problem as follows.

Definition 1 A causal initial value problem for the differential equation (2)
in D" with [ = fr + fg, [r € C™(R), fg € Dy, is to find a generalized
function y € D', which satisfies the following conditions:

(i) The generalized function y solves the inhomogeneous equation in D’.

(i) For t < 0 the generalized function y coincides with the solution z of the
equation P(D)y = Q(D) f, which has given values z(k)(O) = ¢y, of the
k-th derivatives z*) (k=0...n—1).

The following extension of the classical result is probably well-known
to the workers in the field. Since we could not trace either a proof nor
the statement in the literature, we add a proof that shows the structure
of the solution for the initial value problem. As usual § denotes the Dirac
distribution.

Theorem 1 The solution of the causal initial value problem for equation (2)
and an input f = f, + fg with f, € C™(R), f, € D!y is unique and has the
form

y = g*xQD)fy + 2 (3)
Here g is the causal fundamental solution of P(D)y =9, g+ Q(D)f, is the
convolution of g with the generalized function Q(D)f,, and z is the classical
solution of the equation P(D)y = Q(D)f,, which satisfies the conditions
20)(0) = ¢. The solution y then fulfills y*®(0—) = ¢, (0 <k <n—1).

Proof Since the difference of two solutions solves the homogeneous equa-
tion for zero initial conditions, a solution is unique and independent of the
representation of the superposition f = f, + f;. The causal fundamental
solution g is given by g = vu with the unit step function « and that solu-
tion v of P(D)y = 0, which satisfies v(0) = v/(0) = ... = v(®=2(0) = 0,
v=D(0) = 1/a,, (cf. [8] or [9]). Tts convolution with Q(D) f, represents the
unique causal solution corresponding to the input f, for the initially-at-rest
system. By linearity and the regularity condition on f,, the function z adds
the unique classical solution of P(D)y = Q(D)f, establishing the required
initial conditions. 0O
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Remark 1 Theorem 1 shows that the unique causal solution as defined in
Definition 1 has its support in [tg, co[, when the system is initially at rest
and the input has its support in [tg, ool

Ezxample 1 For initially-at-rest conditions the equation y(3) +1' = 6 has the
unique causal solution y(t) = (1 — cos(t))u(t) with the unit step function w.
It also has a non-causal solution w(t) = y(t) + cos(t) — 1 fulfilling w(0+) =
w'(0+) = w”(0+) = 0, but w”(0—) = —1. Thus, condition (ii) in Definition
1 determines the causal solution as system output with an initial state
established by the signal history for ¢t < 0.

Ezample 2 (cf. [1]) Consider the differential equation

dy af

— +2y=3—+45 4

g T2 =3 g oS (4)
with f(t) = 3u(t) — 1, u the unit step function. Its causal fundamental
solution is g(t) = e~ ' u(t). For the initial value y(0—) = —5/2 the solution
on R according to (3) is

y(t) = g+ (95 + 15u)(t) — g _ (gezt+12_5> () — g .

3 Problems on half-lines

In application problems we are often interested in predicting the system
evolution for ¢ > ty, when the system has given initial values at the time
to. Assuming for simplicity that all input starts at {p = 0 and considering
only the half-line t > 0, we do not concern ourselves with exactly how the
initial conditions are established in a real world system. Mathematically we
can assume that the initial values are established by a suitable solution z
of the corresponding homogeneous equation. To extend the classical results
we ask for a generalized function T" with support in [0, co[, which coincides
for m-times continuously differentiable input functions f with the classical
solution of the initial value problem on the half-line ¢ > 0.

Theorem 2 (i) For f € D!, the generalized function T = g+ Q(D)f + zu is
the unique causal solution of the distributional equation

n

k—1
P(D)y = QID)f + Y a (Zcq(s(’“q)). (6)
k=1 q=0

Here g denotes the causal fundamental solution of P(D)y = 6, z the
classical solution of the homogeneous equation P(D)y = 0 satisfying the
initial conditions z(k)(O) =ck, k=0,...,n—1, and u is the unit step
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function. The solution can also be represented by the convolution of g
with the right hand side of equation (6)

n k—1
T = g+QD)f+) ax <Zcqg<“q>>- (7)
q=0

k=1

(ii) For every m-times continuously differentiable function f with supp(f) C
[0,00[ the generalized function T = g x Q(D)f + zu is regular and
coincides for t > 0 with the classical solution y of the causal initial
value problem for equation (2) with the initial values y* (0—) = ¢,
k=0,...,n—1.

Proof Equation (6) has a unique solution in D’Jr. Substituting y = T into
the equation shows the assertion, since for k£ = 1,...n the following relation
holds for the generalized derivatives of zu

k—1
(zu)®) = 2Ry 4 Z cg0F179), (8)
q=0

For m-times continuously differentiable functions f with support in [0, o[
the classical solution of the given initial value problem on R is the convolu-
tion y = gxQ (D) f+z. It coincides on the positive half-line with the regular
generalized function T = g« Q(D)f + zu. O

Theorem 2 shows that equation (6) is the right time domain equation
for a causal initial value problem in the framework of generalized functions
in D/,. It extends the classical setting and has already been emphasized
by [8] and [11]. This equation contains the initial values ¢ explicitly. The
influence of these values in an inhomogeneous part of the equation causes
the effect of the system initial state to the solution for ¢ > 0. When we want
to analyse the system evolution only for ¢ > 0, advantages of that equation
model are the following:

1) Considering the right-hand side of (6) as input « for the causal initially-
at-rest system given in D', by P(D)T = x we have a linear input-output-
relation.

2) The initial value problem is now given in the convolution algebra D’
of causal distributions. The unilateral Laplace transform £ operates in D/,
and therefore is a tool for solving the problem. For asymptotically stable
systems and tempered inputs the Fourier transform can be used for solving
the initial value problem (6) as well.

3) Moreover, completely analogous to equation (6) initial value problems for
partial differential equations in a half-space have also been introduced and
studied within the framework of generalized functions in [11], Section V.6,
and [12], Section 15.

4) Given a persistent input with the assumed regularity properties for f, (cf.
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Section 2) when approaching zero from the left, we can also represent the
solution y for ¢ < 0 by the parameter transform ¢ — —¢ and by the solution
of the corresponding reflected initial value problem in D'Jr. This allows to
find the solution for ¢ < 0 also by the right-sided Laplace transform in the
following section. For the equation (2) with f = f, + f, as before we have

Theorem 3 For t < 0 the solution y of (2) with given values y*® (0—) = ¢,
(k =0,...,n—1)is the reflection y(t) = §(—t), where jj € D', is the solution
of

n k—1
P(=D)j = (Q(-D)fr)u+> (—-1)*ay (Z(—l)ché(’“‘l‘@> . (9)
k=1

q=0

Proof With v as in the proof of Theorem 1 and ¥(t) = v(—t) its reflection,
we observe that —owu is the fundamental solution of the reflected equation
P(—D)y = 6 in D’,. Its convolution with the right-hand side of (9) yields
the reflection § € D’ of the solution y for ¢ < 0. Due to the regularity
of f. and v the convolutions (—vu * (Q(—D)f,)u)™ disappear for m =
0,...,n—1, when ¢ — 04. The convolution of —vu with the singular term
in (9) coincides with Zu, z as in Theorem 2. Therefore the m-th derivative
of that convolution tends to (—1)™c¢,, for ¢ — 0+. Thus, the reflection of ¥
gives the requested initial values ¢, = y(m)(O—).

Remark 2 The proof shows that only sufficient regularity properties of f;.
near the origin from the left are necessary to obtain the solution in the given
form.

Now, we can also solve the initial value problem for suitably trans-
formable inputs by the right-sided Laplace transform or by the Fourier
transform in the case of asymptotically stable systems.

4 Transform methods for solving linear causal initial value problems

The right-sided Laplace transform £(T') of a generalized function 7' € D/, is
defined at s € C by applying the functional 7' to the function e,(t) = e,
usually denoted by

L(T)(s) = T(es) (10)

provided that e,, T is a tempered distribution for large enough zy € R and
the real part R(s) > xo (cf. [8], [9]).

The most important properties for applications are the invertibility of
the Laplace transform and the convolution theorem £(T.S) = L(T') - L(S).
This implies immediately the Laplace transform of generalized derivatives
T’ for transformable T € D',

L(T')(s) = L (T % 8)(s) = sL(T)(s). (11)



On initial conditions, generalized functions and the Laplace transform 7

It does not contain a nonzero pre-initial value f(0—). The essential point,
why the Laplace transform works as a tool in solving differential equations
in the convolution algebra Dﬁr, is the property that we can find a unique
primitive T € D/, by £L7(£(T")/s) for a given transform £(7"). This prop-
erty as well as the convolution theorem for £ are lost, if nonzero pre-initial
values, not intrinsic to the transform, are introduced as in [2] - [7].

Linear initial value problems in D; with constant coefficients are ade-
quately described by equation (6) in Theorem 2. A linear combination of
the Dirac distribution ¢ and its derivatives has the Laplace transform

k—1 k-1
L <Z cqé(k_l_q)> = Z cgs" I (12)
q=0 q=0

Therefore, the Laplace transform of equation (6) yields for transformable
generalized functions in D;

n k—1
P(s)L(y)(s) = Q()L(F)(s) + Y an (Zcqsk_l_q) (13)
k=1 q=0

This is the same equation in the image domain of the Laplace transform,
which is obtained with nonzero initial values in the differentiation rule (1)
for the £_ transform of generalized derivatives (cf. [2] - [7]). Here the equa-
tion (13) is obtained by the usual Laplace transform £ invertible on T/, .
Of course the inverse Laplace transform of (13) gives back the generalized
functions equation (6) in the time-domain. In the case of asymptotically
stable systems and tempered inputs we can as well use the Fourier trans-
form to solve the initial value problem (6), when we replace the variable s
by iw (i = —1) in (13).

Ezample 8 (Input with support in the half-line ¢ > 0) Consider the equation
y" 4+ 2/VLCy' + 1/(LC)y = Uy with initial conditions y(0—) = U,
y'(0—) = 0. It describes a simple critically damped RCL circuit (R? =
4L/C), whose input is the step function Uju(t) and the output is the voltage
across the inductor. Its causal fundamental solution is g(t) = e t/VLIC tu(t);
its causal impulse response is the generalized second derivative h = ¢”.

The solution y = g * (Uju”) + 2z = h * (Uyu) + 2z of the initial value
problem on R according to (3) is

Uit _¢/\VIC Uot _¢/VIC
t:U——et/Lcut+<U+ e t/VLC, 14
= (v - 22) )+ (Vo + 2 (1)
It fulfills y(0—) = Up and y(0+) = Uy + U;. For large negative ¢t the solution
y(t) is certainly not a physically realistic voltage of the circuit and in general
the true system evolution in the past remains unknown. Cutting off the past
instead and considering the problem only on the half-line ¢ > 0 for the given
initial conditions, we obtain the solution 7' € D/, of the generalized equation
1 22Uy

- — U 1
c! = T Te

2
'+ =y + 5+ Upd’ (15)

VLC
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according to (6) by

() = (UO UL+ (Uo_i\/%l)t) VT (4, (16)

. 2UgV LC + LC(U() + U1)S

The Laplace transform of (15) yields L(y)(s) Vst 1) ,
which has the inverse Laplace transform 7" in D/, .

Since the system is asymptotically stable, it has the frequency character-
istic Q(iw)/P(iw), which is a multiplier in the space of tempered distribu-
tions and has the causal inverse Fourier transform h = ¢”. Thus, the initial

value problem can also be solved by the Fourier transform of equation (15).

Ezample 4 (Example 2 continued, cf. [1]) For stable systems with persistent
inputs as found in [1] and [2], the initial values were reasonably chosen as
if the systems were in a steady state due to their “infinitely long lasting
history”. Therefore the corresponding solution of the equation P(D)y =
Q(D)f on R for a tempered input f can be found by the Fourier transform
F of that equation without any reference to the given initial conditions.
Thus, for equation (4) in example 2 the solution y on R can be represented
as

1 . ~ Qw+15 5

Ezample 5 (Persistent input to an unstable system) We consider the differ-
ential equation

P(D)y =y + 3y — 6y +10y = 20 + 2u+ 1 (18)

with initial conditions y(0—) = 1, ¢’ (0—) = 0, y@(0-) = 2, y®(0-) = —1.
According to equation (6) its solution for ¢ > 0 can be obtained by the
Laplace transform of P(D)y = 26 + 3u + (6®® + 56’ — 75). The inverse of
L(y) yields for ¢ > 0

y(t) = %—i— %30 e' (81 cos(t)+37sin(t))+ % e *(5cos(2t)—27sin(2t)). (19)

By Theorem 3 the solution for ¢t < 0 is the reflection of g, which can be
obtained by the right-sided Laplace transform of P(—D)jj = u+(6®) 456"+
79). The inverse of L(¥) yields for ¢t <0

y(t) = —+ L e' (119 cos(t) + 3 sin(t)) — 6_15 e *(cos(2t) 4+ 31sin(2t)). (20)
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5 Conclusion

We exposed time-domain equations and solutions for causal linear initial
value problems given by differential equations with constant coefficients and
generalized inputs. The results can easily be adopted for linear first order
systems and for input types having weaker regularity properties than we
have used for convenience of the presentation. Transform methods have been
shown to be useful for causal and persistent inputs as well. Especially, we
hope that our discussion convinces educators of linear systems and control
theory and helps in consistently teaching time-domain, Laplace and Fourier
transform methods in the framework of generalized functions.

References

[1] Makila PM (2006) A note on the Laplace transform method for initial value
problems, International Journal of Control, 79, No. 1: 36 - 41

[2] Lundberg KH, Miller HR, Trumper DL (2007) Initial Conditions, Generalized
Functions, and the Laplace Transform, IEEE Control Systems Magazine, 27,
No. 1: 22 -35

[3] Kailath T (1980) Linear Systems, Prentice Hall, Englewood Cliffs

[4] Siebert WM (1986) Circuits, Signals and Systems, MIT Press, Cambridge

[5] Dorf RC, Bishop RH (1992) Modern Control Systems, Prentice Hall, Upper
Saddle River

[6] Nise NS (1992) Control Systems Engineering, Wiley, New York

[7] Oppenheim AV, Willsky AS (1997) Signals and Systems, Prentice Hall, Upper
Saddle River

[8] Zemanian AH (1965) Distribution Theory and Transform Analysis, McGraw
Hill, New York

[9] Schwartz L (1966) Mathematics for the Physical Sciences, Hermann, Paris

[10] Brigola R (1996) Fourieranalysis, Distributionen und Anwendungen, Vieweg,
Wiesbaden

[11] Schwartz L (1957) Théorie des Distributions, Hermann, Paris

[12] Triebel H (1992) Hohere Analysis, VEB Dt. Verlag der Wissenschaften, Berlin



